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Abstract 

Hardware architecture of a Probabilistic Logic Neuron (PLN) is presented. The 

suggested model facilitates the on-chip learning of pyramidal Weightless Neural 

Networks using a modified probabilistic search reward/penalty training algorithm. 

The penalization strategy of the training algorithm depends on a predefined 

parameter called the probabilistic search interval. A complete Weightless Neural 

Network (WNN) learning system is modeled and implemented on Xilinx 

XC4005E Field Programmable Gate Array (FPGA), allowing its architecture to be 

configurable. Various experiments have been conducted to examine the feasibility 

and performance of the WNN learning system. Results show that the system has a 

fast convergence rate and good generalization ability. 
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